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Enoncés 1

Probabilités
Tribu

Exercice 1 [03995] [correction]
Soient 7 une tribu sur un ensemble 2 et ' une partie de Q.
Vérifier que 7' = {ANQ' /A € T} définit une tribu sur €.

Exercice 2 [03997] [correction]
Soient f : Q — Q' une application et 7' une tribu sur . Vérifier que

T={/ ()4 T}

définit une tribu sur .

Exercice 3 [03998] [correction]
a) Soit (7;)ier une famille de tribu sur un méme ensemble €.

Montrer que
T=NT
il
est une tribu sur Q.
b) Soit S une partie de P(2) et (7;)iecr la famille de toutes les tribus de 2
contenant les éléments de S.
Vérifier que
T=NT
iel
est une tribu contenant les éléments de S et que c’est la plus petite tribu (au sens
de l'inclusion) vérifiant cette propriété.

Exercice 4 [03999] [correction]
Soit (A, )nen une suite d’événements de ’espace probabilisable (2, 7T).

a) Vérifier que
A= N 4
pENn=p
est un événement. A quelle condition simple sur la suite d’événements (A4, )nen
I’événement A sera-t-il réalisé ?
b) Méme question avec

‘=AU

pENnZ=p

Exercice 5 [04006] [correction]
Soit € un ensemble infini et (A4, )nen une famille de parties de Q vérifiant

n#Em=A,NAy=0et | A, =0
neN

On pose

A—{UAMTGMM}

neT

a) Montrer que A est une tribu de Q.

b) On suppose ’ensemble Q2 dénombrable.

Montrer que toute tribu infinie sur €2 est de la forme ci-dessus pour une certaine
famille (Ay,)nen-

c) Existe-t-il des tribus dénombrables ?

Exercice 6 [ 04007 ] [correction]
Dans ce sujet dénombrable signifie « au plus dénombrable ».
Soit £ un ensemble. On introduit

T = {A C Q/A ou A est dénombrable}

a) Vérifier que 7 est une tribu sur Q.

b) Justifier que T est la plus petite tribu (au sens de I'inclusion) contenant les
singletons {w} pour w parcourant 2.

c) Vérifier que si Q est dénombrable alors T = p(2).

Exercice 7 [04008] [correction]
Soit une application f : Q — Q' et 'ensemble

Non défin

Vérifier que T est une tribu sur €.

Définition d’une probabilité

Exercice 8 [04002] [correction]
Soit P une probabilité sur (N, p(N)).
Montrer que
P({n}) ——0

n—-+o0o
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Exercice 9 [04016] [correction]

Soit (an)nen une suite strictement décroissante de réels positifs de limite nulle.
Déterminer A € R tel qu’il existe une probabilité P sur N vérifiant

P({n,n+1,...}) = Aa,

Exercice 10 [o4011 ] [correction]
Dans ce sujet dénombrable signifie « au plus dénombrable » .
Soit €2 un ensemble non dénombrable. On introduit

T ={A CQ/A ou A est dénombrable}

a) Vérifier que T est une tribu sur Q.
b) Pour A € T, on pose

0 si A dénombrable
P(A) = { 1 si A dénombrable

Vérifier que P définit une probabilité sur (2, 7).

Exercice 11 [04009 ] [correction]
Soit (£2, T, P) un espace probabilisé. Pour A, B € T, on pose

d(A,B) = P(AAB)
avec AAB la différence symétrique de A et B définie par
AAB = (AUB)\(AN B)

a) Vérifier
d(A,C) < d(A,B)+d(B,C)

b) En déduire
IP(4) - P(B)| < P(AAB)

Exercice 12 [o4010] [correction]

Soit (A )nen une suite d’événements de l’espace probabilisé (2, T, P).

On introduit

A= N Anet A= U 4n

peENn>p pENn>p

a) Vérifier que A, et A* sont des événements et que A, C A*

b) Montrer les inégalités de Fatou

P(A,) € lim inf P(A,) et lim sup P(A4,) < P(A")

p—+oon=p p—+00 n=p

c¢) Déterminer un exemple ot les inégalités précédentes s’averent strictes.

Exercice 13 [o04041 ] [correction)]
Soit (Ap)nen une suite d’évenements deux a deux incompatibles d’un espace
probabilisé (Q2, T, P).
Montrer
lim P(A,) =0

n—4oo
Calcul de probabilité d’événements

Exercice 14 [04097] [correction]

Deux archers tirent chacun leur tour sur une cible. Le premier qui touche a gagné.
Le joueur qui commence a la probabilité p; de toucher a chaque tour et le second
la probabilité ps (avec py,p2 > 0)

a) Quelle est la probabilité que le premier joueur gagne ?

b) Montrer qu'’il est quasi-certain que le jeu se termine.

¢) Pour quelle(s) valeur(s) de p; existe-t-il une valeur de ps pour laquelle le jeu est
équitable ?

Exercice 15 [ 04098 ] [correction]
On lance une piece avec la probabilité p de faire « Pile » . On note A,, I’événement

« on obtient pour la premiere fois deux piles consécutifs lors du n-ieme lancer »

et I’on désire calculer sa probabilité a,,.

a) Déterminer aq, as et as.

b) Exprimer a,2 en fonction de a,, et a,+1 pour n > 1.

c) Justifier qu’il est quasi-certain d’obtenir un deux piles consécutifs.

d) Déterminer le nombre d’essais moyen pour obtenir deux piles consécutifs.

Probabilités composées

Exercice 16 [ 03996 ] [correction]
Une urne contient une boule blanche et une boule rouge.
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On tire dans cette urne une boule, on note sa couleur et on la remet dans I'urne
accompagnée de deux autres boules de la méme couleur puis on répéte 'opération.
a) Quelle est la probabilité que n premiéres boules tirées soient rouges ?

b) Quelle est la probabilité de tirer indéfiniment des boules rouges ?

¢) Le résultat précédent reste-t-il vrai si on remet la boule accompagnée de trois
autres boules de la méme couleur ?

Probabilités conditionnelles

Exercice 17 [o04014 ] [correction]

Chaque jour du lundi au vendredi, le professeur Zinzin a la probabilité p € ]0,1]
d’oublier ses notes de cours en classe. Peu lui importe car il improvise a chaque
cours, mais ce vendredi soir il ne les retrouve plus et ca le contrarie. Il est
cependant certain de les avoir eu en sa possession lundi matin.

a) Quelle est probabilité que le professeur Zinzin ait perdu ses notes de cours dans
la journée de Lundi?

b) Quel est le jour le plus probable ot eu lieu cette perte ?

Exercice 18 [o04015] [correction]

Deux entreprises asiatiques produisent des « langues de belle-meére » en
proportion égale. Cependant certaines sont défectueuses, dans la proportion py
pour la premiere entreprise, dans la proportion p, pour la seconde. Un client
achete un sachet contenant n articles. Il souffle dans une premiere et celle-ci
fonctionne : le voila prét pour féter le nouvel an!

a) Quelle est la probabilité pour qu'une seconde langue de belle-mére choisie dans
le méme sachet fonctionne ?

b) Quelle est la probabilité que le sachet comporte k articles fonctionnels (y
compris le premier extrait) ?

Exercice 19 [04030] [correction]

Trois joueurs A, B et C s’affrontent & un jeu selon les régles suivantes :

- a chaque partie deux joueurs s’affrontent et chacun peut gagner avec la méme
probabilité ;

- le gagnant de la partie précédente et le joueur n’ayant pas participé s’affrontent
a la partie suivante.

Est déclaré vainqueur celui qui gagne deux parties consécutives.

a) Etablir que le jeu s’arréte presque stirement.

b) A et B s’affrontent en premier. Quelles sont les probabilités de gain de chaque
joueur ?

Exercice 20 [04031] [correction]

Deux joueurs A et B s’affrontent en des parties indépendantes. Le joueur A
dispose d’une fortune égale a n brouzoufs tandis que le joueur B dispose de N —n
brouzoufs. A chaque tour, le joueur A a la probabilité p € ]0,1[ de 'emporter et le
joueur B a la probabilité complémentaire ¢ = 1 — p. Le joueur perdant céde alors
un brouzouf au vainqueur. Le jeu continue jusqu’a la ruine d’un des deux joueurs.
On note a,, la probabilité que le joueur A 'emporte lorsque sa fortune initiale
vaut n.

a) Que valent ag et ay ? Etablir la formule de récurrence

Vn e [1,N —1],an, = pant1 + qan—1

b) En déduire que la suite (uy,)1<ngn définie par u,, = a, — an—1 est géométrique.
¢) Calculer a,, en distinguant les cas p = q et p # q.
d) Montrer que le jeu s’arréte presque siirement.

Evénements Indépendants

Exercice 21 [ 04000 ] [correction]

Soit (Ap)nen une suite d’événements mutuellement indépendants de 1’espace
probabilisé (Q2, T, P).

On consideére I’évenement

A= UA

pENnN=p

dont la réalisation signifie qu'une infinité des événements A,, sont réalisés.
a) On suppose la convergence de la série Y P(A,).

Montrer que P(A) = 0.

b) A l'inverse, on suppose la divergence de la série > P(A,).

Montrer que P(A) = 1.

Ce résultat s’appelle la loi du zéro-un de Borel.

Exercice 22 [04013] [correction]

a) Soit (Ay,...,A,) une famille d’événements mutuellement indépendants. Pour
chaque ¢ € {1,...,n}, on pose A; = A; ou A;. Vérifier la famille (;11, .. ,Z;) est
constituée d’évenements mutuellement indépendant.

b) Etendre le résultat au cas d’une famille (4;);c;.

Exercice 23 [ 04081 ] [correction]
Soit (An), ey une suite d’événements mutuellement indépendants.
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Montrer que la probabilité qu’aucun des A,, ne soit réalisé est inférieure a

+o0
exp <— Z P(An)>

n=0

Exercice 24 [o04082 ] [correction]
Pour s > 1 et A € R, on pose

A
P ({n}) = — pour tout n & N*

a) Pour quelle(s) valeur(s), 'application P détermine-t-elle une probabilité sur
(N*,P(N*))?
b) Pour p € N*, on introduit 1’événement

A, ={neN"/p|n}

Exprimer simplement la probabilité de '’événement A,,.

c¢) On note P l'ensemble des nombres premiers. Vérifier que la famille (A4,),cp est
constituée d’événements mutuellement indépendants.

d) En étudiant P ({1}), établir

=1 1

mrL(-3)

peEP
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Corrections

Exercice 1 : [énoncé]

Q' =0NnQ avec Q € T donc ' € T".

Soit B € T'. On peut écrire B = AN QY avec A € T et alors '\B = AN avec
A € T. Ainsi le complémentaire de B dans € est élément de 7.

Soit (B,,) une suite d’éléments de 7’. On peut écrire B,, = A, N QY avec A, € T

et alors
—+oo +oo +oo
UB”: <U An> N Q) avec UAnéT
n=0 n=0 n=0
Ainsi
+o00
UBneT
n=0
Exercice 2 : [énoncé]
Q= 1) avec ' € T’ donc
QeT

Soit A € A. Il existe A’ € T’ tel que A= f~1(A’). On a alors
A= f71(A) avec A/ €T’
donc
AeT
Soit (Ap)nen € TY. 1l existe (A)nen € TN telle que
Vn €N, A, = f1(A))
Or
+oo “+o0 +o00
UA4n=r7" <U A;) avec | J A, €T’
n=0 n=0 n=0
donc

+oo
UdneT
n=0

Exercice 3 : [énoncé]

a) ) appartient a toutes les tribus 7; donc aussi a 7.

Soit A € T. La partie A appartient & toutes les tribus 7; donc A aussi et par
conséquent A € T.

Soit (A,) € TV. Pour tout i € I, (4,) € (T;)" donc |J A, € T; puis J A, € T.
neN neN
Finalement, 7 s’avere bien un tribu.

b) Par ce qui précede, on peut déja affirmer que T est une tribu.
Pour toute partie A éléments de S, on a A € T; pour tout ¢ € I et donc A € T.
Ainsi, T est une tribu contenant les éléments de S.
Enfin, si 7’ est une autre tribu contenant les éléments de S , celle-ci figure dans la
famille (7;);er et donc

T=(TcT

icl

Exercice 4 : [énoncé]

a) Pour tout p € N, (] A, est un événement car intersection dénombrable
nzp

d’événements. On en déduit que A est un événement par union dénombrable

d’évenements.

L’événement A sera réalisé si, et seulement si, (| A, est réalisé pour un certain
nzp

p. Cela signifie que les événements de la suite (A,,) sont réalisé & partir d’'un

certain rang (ou encore que seul un nombre fini de A,, ne sont pas réalisés).

b) A’ est un événement par des arguments analogues aux précédents.

La non réalisation de A’ signifie la réalisation de

T-UNm

pENn=p

ce qui revient & signifier que seul un nombre fini de A,, sont réalisés.
Par négation, la réalisation de A’ signifie qu’une infinité de A,, sont réalisés.

Exercice 5 : [énoncé]
a) Considérons l'application ¢ : Q — N qui envoie w sur I'unique n € N tel que
weE A,
Pour chaque T C N, on a ¢~ }(T) = |J A, et donc A se comprend comme

neT
I'image réciproque de la tribu p(N) par 'application ¢. C’est donc bien une tribu.
b) Soit A une tribu sur I’ensemble dénombrable 2. On définit une relation
d’équation R sur € en affirmant que deux éléments w et w’ sont en relation si, et
seulement si,

VAcAweAsuw e A
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Les classes d’équivalence de la relation R constituent une partition de 2 et
puisque ’ensemble 2 est dénombrable, ces classes d’équivalence sont au plus
dénombrables.
Par construction

VAc Alwe A= Cl(w) C A

Aussi, si w’ ¢ Cl(w) alors il existe A € A tel que
(weAetw ¢ A)ou(w ¢ Aetw' € A)

Quitte & considérer A, on peut supposer w € A et w’ ¢ A et 'on note A, cet
ensemble.
On a alors
Cl(w) =
w/'¢Cl(w)

A,y e A

En effet :

- Iintersection est élément de A car il s’agit d’une intersection au plus
dénombrable ;

- la classe est incluse dans l'intersection car w est élément de cette intersection ;
- si un élément w’ n’est par dans la classe, il n’est pas non plus dans ’ensemble
A, figurant dans I'intersection.

De plus, les éléments A de la tribu A se décrivent sous la forme

A= Clw)

w€eA

S’il n’y a qu'un nombre fini de classe d’équivalence, la tribu A est de cardinal fini
ce que les hypotheses excluent. Les classes d’équivalences sont donc en nombre
dénombrables, on peut les décrire par une suite (A, ),en vérifiant les hypotheses
du sujet et les éléments de la tribu A apparaissent comme ceux de la forme

U Ay avec T € p(N)

neT

¢) L’ensemble p(N) n’étant pas dénombrable, ce qui précede assure I'inexistence
de tribus dénombrables.

Exercice 6 : [énoncé]

a) Q = donc Q est dénombrable et Q € T.

T est évidemment stable par passage au complémentaire.
Soit (Ap)nen une suite d’éléments de T .

Cas 1 : Tous les A,, sont dénombrables

La réunion |J A, est dénombrable en tant qu'union dénombrable de parties
neN
dénombrables.

Cas 2 : L'un des A,, n’est pas dénombrable.
Posons A, ce vilain canard. On a nécessairement A, dénombrable.

Or
U 4. c (4 c 4,
neN neN

donc |J A, est dénombrable car inclus dans une partie qui l'est.
neN
Dans les deux cas, I'union des (A4, )nen est élément de T.

b) T est une tribu contenant tous les {w} pour w parcourant Q.

Soit A une tribu contenant tous les {w} pour w parcourant Q.

Les parties dénombrables de €2 peuvent se percevoir comme réunion dénombrable
de leurs éléments et sont donc éléments de la tribu A.

Les partie dont le complémentaire est dénombrables sont alors aussi éléments de
la tribu A.

On en déduit que 7 C A.

c) Si © est dénombrable alors toute partie de Q peut s’écrire comme réunion
dénombrable de parties {w} et est donc élément de 7. On en déduit p(2) = T.

Exercice 7 : [énoncé]

OnaQ=f"1(f() doncQeT. -

Soit A € T. Vérifions A € T i.e. A= f=1(f (A)).

L’inclusion directe est toujours vraie. Inversement, soit x € f~1 ( f (f_l)) Il existe
y € A tel que f(x) = f(y). Si par Pabsurde z € A alors y € f~1(f(A4)) = A. Ceci

étant exclu, x € A et donc f~! (f (f_l)) C A puis égal.
Soit (A )nen une suite d’éléments de 7.

On a
+oo +o0
f (LJ An) = LJ fLAn)
n=0 n=0
puis
+oo +oo +oo
! (f (U A)) U rtou) =4 A
n=0 n=0 n=0
On peut donc conclure

—+o0
UAaneT
n=0
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Exercice 8 : [énoncé]

Ona P(N)=1et N= |J {n}. Par o-additivité d’une probabilité
neN

+00
Y P(n}) =1

Puisque cette série converge, son terme général tend vers 0.
Par considération de reste de série convergente, on a aussi

P({k/k>n}) —— 0

n—4oo

Exercice 9 : [énoncé]

Analyse : Si P est solution alors P(N) = 1 et donc Aag = 1. On en déduit
A= 1/(10.

De plus,

Ap — Ap41

P({nh)=P{n,n+1,..}) —P{n+1,n+2,...})= ”

ce qui détermine P.

Synthese : Posons

Ay — anJrl
ao

Pn =

Les p,, sont des réels positifs car la suite (a,)nen est décroissante. De plus

+00 1 400
an = ;OZ(an _an+1) =1
n=0 n=0

car la suite (an)nen est de limite nulle. 11 existe donc une probabilité P sur N

vérifiant
P({n}) = Pn

et alors, par continuité croissante

+ o0

an

P({n,n—l—l,...}):Zpk: w0
k=n

Exercice 10 : [énoncd]
a) Q = () donc Q est dénombrable et Q € T.

T est évidemment stable par passage au complémentaire.
Soit (A )nen une suite d’éléments de 7.
Cas 1 : Tous les A,, sont dénombrables

La réunion |J A, est dénombrable en tant qu’union dénombrable de parties
neN
dénombrables.

Cas 2 : L'un des A,, n’est pas dénombrable.
Posons Ay, ce vilain canard. On a nécessairement A,, dénombrable.

Or
U 4. c () 4n c 4,

neN neN

donc |J A, est dénombrable car inclus dans une partie qui l'est.
neN

Dans les deux cas, 'union des (A, )nen est élément de T.

b) P(Q2) =1 car Q n’est pas dénombrable.

Soit (A )nen une suite d’éléments de 7 deux & deux disjoints.

Cas 1 : Tous les A,, sont dénombrables

On en déduit que |J A, est aussi dénombrable et 1’égalité
neN

+oo +oo
P (U An> = ZP(AH)
n=0 n=0
est vérifiée.
Cas 2 : L’'un des A,, n’est pas dénombrable. Notons ng son indice.

A, est dénombrable et, par distinctions des A,, on a A,, C A,, pour tout
n # ng. On en déduit que seul A,, n’est pas dénombrable et donc 1’égalité

+oo “+oo
P (U An> =Y P(4,)
n=0 n=0

est & nouveau vérifiée.

Exercice 11 : [énoncd]
a) On vérifie par les éléments 'inclusion

AAC C (AAB) U (BAC)

et donc
P(AAC) < P(AAB) + P(BACQC)

b) On a
P(A) = P(AA0) < P(AAB) + P(BAQ) = P(AAB) + P(B)
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donc
P(A)— P(B) < P(AAB)

Un raisonnement symétrique fournit aussi

P(B) — P(A) < P(AAB)

Exercice 12 : [énoncé]

a) A, et A* sont des événements par réunions et intersections dénombrables

d’événements.
Soit w € A,. Il existe p € N tel que w € A,, pour tout n > p.

Pour tout ¢ € N, on a alors w € |J A, et donc w € A*.
nzq
b) Soit p € N. Pour tout n > p, ona [\ A4, C A, et donc
nzp

P () An] <P(A)

nzp

La borne inférieure étant le plus grand des minorants, on obtient

nzp

Enfin, par continuité croissante

P(A,) = Jlim P ) Ax
nzp

et donc
P(Ay) £ lim inf P(A,)

p—>+oon>p

Cette derniére limite existant car la suite (inf P(An)> est croissante.
peN

nzp
L’autre inégalité s’obtient par un procédé analogue.
¢) @ ={0,1} muni de la probabilité uniforme et

Agp ={0}, Agpy1 =1
On a P(A4,) =1/2 donc

lim inf P(A,)= lim supP(4,)= %

p—>+toon=p p—+00 n>p

tandis que

Exercice 13 : [énoncé]

On a
N

N
> P(A,) =P (U An> <PQ)=1
n=0 n=0

Puisque les sommes partielles de la série a termes positifs > P(A4,,) sont majorées,
celle-ci converge. En particulier, son terme général tend vers 0.

Exercice 14 : [énoncé]

a) Notons A, 'événement « la cible est atteinte au rang n » . L’événement « J;
gagne » est la réunion disjointe de Agjy1. Or P(Aaogi1) = (1 — p1)*(1 — p2)¥py et
donc, par sommation géométrique,

+oo
P1
P(J1 gagne) = 1—p)f(1—po)fpr = —————
( ) kZ:O( i ) P1+ P2 — p1p2

b) L’événement « Jo gagne » est la réunion disjointe des Agg. Or
P(Az) = (1 — p1)F(1 — p2)*~!py et donc

D2 — P1P2

PJ agne) = ————
(72 gagne) p1+ p2 — pP1p2

La somme P(J; gagne) + P(J2 gagne) vaut 1 et donc il est quasi-certain que le
jeu se termine.

c) Le jeu est équitable lorsque P(J; gagne) = 1/2 i.e. 2p; = (p1 + p2 — p1p2)-
Cette équation en 'inconnue ps a pour seule solution

D1 .
P 1
p2 1—p (sip1 #1)

Cette solution est élément de ]0, 1] si, et seulement si, p; < 1/2.

Exercice 15 : [énoncé]
a)a; =0et ay =p? et ag = (1 —p)p>.
b) Considérons les résultats des deux premiers lancers :

PP,PF,FP et FF
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et le systeme complet d’événements
PP, PF et F=FPUFF
Par translation du probléme
P(Ansa | PF) = P(A,) et P(Aniz | F) = P(Aps)

et
P(A,42 | PP)=0

Par la formule des probabilités totales
Ungo =0 x p? +a, x p(1 —p) + api1p

soit encore
ant2 = (1 = plans1 +p(l —p)an

“+00
¢) Posons S = Y a,. En sommant les relations précédentes, on obtient
n=1

S—(a1+a)=(1-p)(S—a)+p(l-p)S

On en tire S =1 et donc il est quasi-certain que deux piles consécutifs
apparaissent.
d) 1l s’agit de calculer

“+o0
=3 o
n=1
On exploite la relation

(n+2ansa = (1= p)(n +2anss +p(1 - p)(n +2)a,

et on somme

p—2az —ay = (1 —p)((p—a1) + (S —a1)) +p(l —p) (u+29)

On en tire

Exercice 16 : [énoncé]
a) Notons A4,, I’événement

« les n premieres boules tirées sont rouges »

On a P(Ag) =1et
2n —1

P(A, | Ap—r) = 577

car si A,_1 a lieu, 'urne est composée d’une boule blanche et de 2n — 1 boules

rouges lors du n-iéme tirage.
Par probabilités composées

n

2k —1 2n)!
e 22("(11)!)2
k=1

b)En vertu de la formule de Stirling

1
P(An) n%ioo A/TTN mn—+oco O

P (:{j}An> =0

Y3k — 2
P =11 5=
k=1

Par continuité décroissante

¢) Dans ce nouveau modele

et donc

S 1
k=1

car Y In(l —1/(3k — 1)) est une série a termes négatifs divergente. A nouveau

I’on obtient .
P (ﬂ An> =0
n=0

Exercice 17 : [énoncé]

a) Notons Lu, Ma, Me, Je, Ve les événements correspondant & la perte des notes

de cours les jours correspondants. On a

P(Lu) =p, P(Ma | Lu) = p, P(Me | Lun Ma) = p,. ..

et donc
P(Man Lu) = P(Ma | Lu)P(Lu) = p(1 — p)
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Puisque Lu U Ma est la réunion disjointes de Lu et Ma N Lu, on a

P(LuUMa) =p+p(1—p)

Aussi - -
P(MenLunMa)=P(Me | Lun Ma)P(LuN Ma)
avec o
P(LunMa)=1—-P(LuUMa)=1—-p—p(1 —p)=(1—-p)?
puis

P(Men Lun Ma) = p(1 —p)? et P(LuU MaU Me) = p+ p(1 —p) + p(1 — p)?

Etc
Finalement
P(LuU...UuVe)=p+pl—p)+---+p(l—p*=1—-(1-p)°

et P

P(Lu| LuU...UVe) =

(Lu | Lu e) ==
b) On a aussi

p(1—p) p(1—p)*
P(Ma| LuU...UVe)= ————, P(Me|LuU...UVe) = ——F— ...
(Ma | Lu ) = T2 POMe | Lu )= .

Le jour le plus probable ot la perte eu lieu est le premier jour de la semaine.

Exercice 18 : [énoncé]
a) Notons A; I'événement

« le sachet est produit dans ’entreprise d’indice 7 »

Notons Bj I’événement « la premiere langue de belle-meére choisie dans le sachet
est fonctionnelle » Puisque les entreprises produisent en proportion égale

P(A;) = P(Ay)=1/2
et par la formule des probabilités totales

P(By) = P(By | A1)P(A1) + P(B1 | Ay)P(A) = Y#

puis

1—-p1)+ 1 —p2)

P(By) = >

Notons Bs I’évenement « la deuxiéme langue de belle-meére choisie dans le sachet
est fonctionnelle » On veut calculer

P(B; N By)
P(By | By) = ————=
(B2 150 = =5,
Par la formule des probabilités totales
P(BiNBy)=P(BiNBy| A)P(Ay) + P(B1 N By | A2)P(As)
On peut supposer 'indépendance des défectuosités a 'intérieur d’une méme usine
et I’on obtient
(1—p1)® +(1—p2)°
2
(1—p1)*+ (1 —p2)?
(I=p1)+ (1 =p2)
b) Pour 0 < k < n, notons Cf, I'événement

P(B1NBy) =
On en déduit

P(By | By) =

« le sachet contient k articles fonctionnels »

On veut mesurer P(Cy A BY)
N By
P(C, | By) = —~2k 21
(Cy | B1) PGB
Pour k = 0, cette probabilité est nulle car Co N By = ().
Pour k € [1,n — 1]
Cp,NBy =B NDg_q

avec Dy_1 I’événement
« en dehors du premier article, le sachet contient & — 1 articles fonctionnels »

On peut mesurer la probabilité de ces évenements des que 'on connait 'usine de
production

n—1
P(BiNDy_1|Ai)=(1-p) (k _ 1) (1- pi)kflpzb_k

Par probabilités totales

1 ({n-—1 _ n—
P(BiNDj_1) = 3 (k _ 1) (1= p)*pi ™" + (1= pa)fps "]
et enfin
n—1 k, n—k k,on—k
ko1 [(1=p1)kp =" + (1 — p2)Fpy "]
P(Cy | By) =

(1—p1)+(1—p2)
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Exercice 19 : [énoncé]
a) Notons A, 1’événement « le jeu dure au moins n affrontements »et B,
I’évenement « le jeu s’arréte lors du n-ieme affrontement ».
On a la réunion disjointe
A, =B, UA, 1

La suite d’événements (A,,),en- est décroissante et I’événement « le jeu
s’éternise »se comprend comme () A,. Par continuité décroissante

neN*
() i

Or, pour n > 1, le jeu s’arréte a la n + 1-iéme confrontation si A,, est réalisé et
que le joueur gagnant a la n + 1-iéme confrontation est celui ayant gagné a la
n-iéme (une chance sur 2). On en déduit

P(B,) = %P(An) puis P(Apy1) = %P(An)

Ainsi 1
P(Bn) = P(A’I’LJrl) = F pour n 2 2

P < N An> =0
neEN*

b) Supposons que A remporte le premier affrontement. L’alternance des
vainqueurs des confrontations jusqu’a ’arrét du jeu entraine que :

- si la partie s’arréte au rang n =2  [3], c’est le joueur A qui gagne;

- si la partie s’arréte au rang n =0 [3], c’est le joueur C qui gagne;

- si la partie s’arréte au rang n =1  [3], c’est le joueur B qui gagne.

La probabilité que C gagne sachant que A remporte le premier affrontement est

Il en découle

+oo
1 1 2
ZP(B?”“):* T =

Si en revanche B remporte le premier affrontement

- si la partie s’arréte au rang n =2  [3], c’est le joueur B qui gagne;

- si la partie s’arréte au rang n =0 [3], c’est le joueur C qui gagne;

- si la partie s’arréte au rang n =1  [3], c’est le joueur A qui gagne.

On en déduit que la probabilité que C' gagne est encore 2/7
Indépendamment, du résultat premier affrontement, la probabilité que C'
Pemporte vaut 2/7.

Par symétrie du probleme ou en adaptant les calculs qui précedent, la probabilité
que A (ou B) 'emporte est

1 ! 2\ 5

2 7) 14

Exercice 20 : [énoncé]

a)ag=0cet ay = 1.

a, est la probabilité que le joueur A gagne lorsque sa fortune initiale vaut n.
Cette probabilité est aussi celle que le joueur A gagne lorsque sa fortune vaut n
apres le premier tour de jeu. En discutant selon que le joueur A gagne ou perd son
premier tour de jeu, on obtient la formule

Ay = PAp+1 + qQn—1
b) En écrivant a,, = pa, + qa,, 'identité précédente donne
plant1 —an) = q(an — an—1)

et donc q
Vn € [1, N — 1], upy1 = ~uy
p

c¢) On obtient
Vn € [1, N],u, = (q) U
p
Par télescopage

n n n
Vne[[l,Nﬂ,an:Zak—ak_lzz(;) Uy
k=1

k=1

Si p = q alors a, = nuy et puisque ay = 1, on obtient

n
Vn € [1,N],a, = N
Si p # q alors .
an:ql‘(f’)ul
p 1-1

et sachant ay = 1, on conclut
n
(2
. P
Un = ———=F
()
P
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d) Un calcul symétrique détermine la probabilité b,, que B gagne lorsque sa
fortune vaut n . On constate alors que a,, + by_,, = 1. Il est donc presque sir que
la partie s’arréte.

Exercice 21 : [énoncé]
a) Par continuité décroissante

P(A)= lim P

p—r—+o0

U

nzp
Or par I'inégalité de Boole
+oo
PlJAn] <> Py
nzp n=p

Le majorant est ici le reste d’une série convergente, il est donc de limite nulle et
par conséquent P(A) = 0.
b) Etudions

i-Una
pENnN>p

Par continuité croissante

Par indépendance mutuelle

p<m An> I PG = T] - P(an)

n=p

Via l'inégalité de convexité 1 —x < e ™

N N N
P (m An> < [Le") = exp ( > P(A@)

Enfin, la divergence de la série & termes positifs > P(A,) donne

N
> P(Ay) +00
N —+oco
n=p
puis
N
P (ﬂ An> o0
n=p
donc

P ﬂATL =0
nzp

On peut alors conclure P(A) = 0 puis P(A) = 1.

Exercice 22 : [énoncé]
a) Un calcul facile fournit

P(ANB) = P(A)P(B) = P(AN B) = P(A)P(B)

Il est alors immédiat de vérifier que

Ay,..., A, mutuellement indépendants = Ai,..., A, ..., A, mutuellement indépendants
En enchainant les négations, on obtiendra
Aq,..., A, mutuellement indépendants = :4v1, ceey ;171

b) C’est immédiat puisque l'indépendance mutuelle d’une famille infinie se rameéne
a celle des sous-familles finies.

Exercice 23 : [énoncé]

On étudie
+007 N L
r (OOAO> - NEIEOOP (m A")

Par indépendances des A,,, on a

N L N
P (ﬂ An> =[] 11— PA)]

n=0 n=0
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Or 1 —x < e pour tout z € R donc

P (ﬁ An> < ﬂ e PlAn) — exp (— iP(A“)

n=0 n=0

A la limite quand N — 400

+oo +o0
P (ﬂ Ao) < exp (— > P(An)>
n=0 n=0

ot I'on comprend ’exponentielle nulle si la série des P(A,,) diverge.

Exercice 24 : [énoncé]
a) La condition

+oo
P(N") =% P({n}) =1

(B

n=1

détermine

Inversement, cette valeur convient car on a alors
+oo

Vne N, P({n})>0et » P({n})=1
n=1

b) On peut exprimer
A, = {ph/k € N*}

et donc
00 +o0 A 1
PA) =Y Pk =Y o=
k=1 =1 " P p
¢) Soit p1,...,py des nombres premiers deux & deux distincts.

A, n...NA,, ={neN*/Vk e [1,N],px | n}
Or les pi étant des nombres premiers deux a deux distincts
(Vk € [L,N],pr |n) < pr...pN |1

et donc

On vérifie alors immédiatement

1
P(A,,Nn...NA s =P (A,
( P1 pN) (pl -pN) ( P1 PN)
d) On a
B=N4
peEP
car tout naturel supérieur a 2 est divisible par un nombre premier. Par continuité
décroissante )
P{h=1[P#)=]] (1)
peEP pEP p
Or

P{1}) =A

et la relation demandée découle des résultats obtenus.
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